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ABSTRACT
We present Nebula, a system for differentially private histogram

estimation on data distributed among clients. Nebula allows clients
to independently decide whether to participate in the system, and

locally encode their data so that an untrusted server only learns

data values whose multiplicity exceeds a predefined aggregation

threshold, with (𝜀, 𝛿) differential privacy guarantees. Compared

to existing systems, Nebula uniquely achieves: i) a strict upper

bound on client privacy leakage; ii) significantly higher utility than
standard local differential privacy systems; and iii) no requirement

for trusted third-parties, multi-party computation, or trusted hard-

ware. We provide a formal evaluation of Nebula’s privacy, utility
and efficiency guarantees, along with an empirical assessment on

three real-world datasets. On the United States Census dataset,

clients can submit their data in just 0.0036 seconds and 0.0016 MB

(efficient), under strong (𝜀 = 1, 𝛿 = 10
−8) differential privacy guar-

antees (private), enabling Nebula’s untrusted aggregation server

to estimate histograms with over 88% better utility than existing

local differential privacy deployments (accurate). Additionally, we
describe a variant that allows clients to submit multi-dimensional

data, with similar privacy, utility, and performance. Finally, we

provide an implementation of Nebula.

CCS CONCEPTS
• Security and privacy→ Privacy-preserving protocols.
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1 INTRODUCTION
Aggregated user data allows software developers and service providers

to develop, deploy, and improve their systems in various use-cases

such as browser telemetry [28], financial crime [16], and digital

health [4]. However, large-scale collection of user data introduces

privacy risks, as client data may contain privacy-sensitive infor-

mation (e.g., client preferences/interests, transactions, and medical

diagnoses [10, 12, 19, 22, 26, 27, 29, 35]).

In this work, we focus on the problem of private distributed his-
togram estimation, where a central server aims to estimate the fre-

quencies of different data values distributed among a set of clients,

while providing privacy guarantees to the clients.

Several approaches to private distributed histogram estimation

have been proposed, either in published research or in deployed sys-

tems. One such technique is threshold-aggregation, where the server
is able to learn client values if and only if sufficiently many clients

contribute the exact same value [19, 29, 43]. Threshold-aggregation

has the benefit of providing a simple and intuitive privacy model,

but generally lacks robust, provable privacy guarantees, due to

using the deterministic notion of 𝐾-anonymity for protecting the

privacy of clients [36, 46].

A second type of approach to private distributed histogram esti-

mation relies on differential privacy (DP) [32, 33] to provide formal

privacy guarantees through statistical indistinguishability. A wide

range of DP-based systems for privacy-preserving data collection

have been proposed, all of which require implementers and deploy-

ers to make unappealing tradeoffs, even for state-of-the-art systems.

Local DP systems [1, 9, 55, 56] provide strong privacy guarantees

but generally poor utility, while central DP systems [32, 33, 58]

provide high utility but require prohibitive levels of trust by clients.

A third category of private distributed histogram estimation sys-

tems attempt to achieve both high utility and privacy, but do so by

introducing additional costs, relying for instance on computation-

ally expensive, novel cryptography [6, 10, 14, 24, 26, 34], (e.g., multi-

party computation, homomorphic encryption), and/or requiring
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multiple rounds of heavy communication between participants [10],

among other concerns. These systems entail computational, band-

width and financial costs that make adoption difficult-to-impossible

for all but resource-rich organizations.

In this paper, we describe a novel system for the problem of

private distributed histogram estimation
1
that avoids the limitations

and trade-offs of existing approaches, achieving simultaneously

provable differential privacy guarantees, high utility, and practical

efficiency. Our system, called Nebula, is a novel combination of

the recent sample-and-threshold mechanism [26] with verifiable

client-side thresholding [29] to provide DP guarantees without the

use of trusted third parties. Nebula relies on two untrusted (non-

colluding) servers: a randomness server and an aggregation server,
and in contrast to existing state-of-the-art systems (e.g., [14]), no
communication between the two servers is required.

At a high level, each client participating in Nebula begins by

randomly deciding whether to contribute any data. Clients that

do decide to participate locally encode their value using a secret-

sharing scheme, which prevents the server from observing uncom-

mon values. This secret sharing process is very cheap, requiring

only a single round of oblivious communication with the untrusted

randomness server, which executes a verifiable oblivious pseudo-

random function over the client’s value. Participating clients then

contribute their secret share to the aggregation server over an

oblivious communication channel. The aggregation server then

combines all received shares to recover values which have been

contributed by a sufficient number of participants.

Nebula enforces formal differential privacy protection for all

clients through three steps: i) the uncertainty of any particular

client contributing any value; ii) blinding the aggregation server

to uncommon values through the secret-sharing mechanism (i.e.,

thresholding); and iii) having some clients contribute precisely

defined amounts of “dummy data” to obscure the distribution of

uncommon (i.e., unrevealed) values.

In summary, we make the following contributions to the problem

of private distributed histogram estimation:

(1) the design of a novel system for conducting privacy preserv-

ing data aggregation under DP guarantees that achieves all of

the following: i) high utility, particularly when compared to

other DP-based systems with comparable privacy guarantees;

ii) realistic trust assumptions; and iii) practical efficiency in

terms of computational, bandwidth, and financial costs.

(2) a formal analysis of the system’s privacy, security, utility, and

efficiency guarantees.

(3) empiricalmeasurements of the system’s utility and efficiency

over several real-world datasets. We provide an implementation

demo of Nebula as supplementary material.

2 PROBLEM & THREAT MODEL
We consider a scenario where an untrusted service provider (the

aggregation server) wants to obtain a histogram over 𝑁 clients data,

𝐷 = {𝑥𝑖 }𝑁𝑖=1, where data point 𝑥𝑖 is held by the 𝑖-th client. Collect-

ing data generated by clients and publishing the histogram might

introduce privacy risks such as misusing information for profit or

1
Our system can answer related problems such as heavy hitters and quantiles [26].

mass surveillance purposes [27] as clients’ data contain privacy-

sensitive information [10, 12, 19, 22, 26, 27, 29, 35]. Therefore, the

data collection procedure and published histogram must protect

the privacy of clients. We aim to design a system that enables the

aggregation server to construct an accurate and differentially
private histogram over clients datawithout trusting servers and
without imposing high computational and communication
costs. To achieve this, we rely on an additional untrusted party:

the randomness server. We assume that the aggregation and the

randomness server are non-colluding, which is a common assump-

tion [10, 17, 29] as collusion can be made infeasible or too costly via

physical means [3, 42] or strict legal regulations [39]. Following the

literature [10], we consider honest-but-curious clients who submit

their data through an anonymizing proxy.

To protect the clients’ privacy, we useDifferential Privacy (DP) [32,

33]. In particular, we design a randomized protocolA that outputs a

histogram over clients data which is close to the true histogram of𝐷

while satisfying (𝜀, 𝛿)-DP: Pr[A(𝐷) ∈ 𝑆] ≤ 𝑒𝜀Pr[A(𝐷′) ∈ 𝑆] + 𝛿,
for any subset of possible output histograms 𝑆 ∈ Range(A) and
for any two neighboring datasets 𝐷 and 𝐷′ where 𝐷′ is obtained
by removing one client’s data from 𝐷 . The privacy budget 𝜀 upper

bounds the privacy leakage in the worst possible case. The smaller

the 𝜀, the stronger the privacy guarantees. Setting 𝛿 > 0 allow to

relax the privacy requirement for unlikely events. Specifically, our

protocol guarantees that the final output (i.e., published histogram)

satisfies DP, while the aggregation server’s view satisfies compu-

tational DP [45], a restriction of DP to computationally bounded

adversaries commonly considered in privacy-preserving secure pro-

tocols. Among other cryptographic schemes, we use a 𝜏-out-of-𝑁

secret sharing scheme [11],Π𝜏,𝑁 , built out of two standard function-

alities: 1) producing a random 𝜏-out-of-𝑁 share of a private value

through a probabilistic algorithmwith explicit randomness received

as input; 2) recovering the private value after receiving at least its 𝜏

valid secret shares. The randomness server generates randomness

required for Π𝜏,𝑁 , without seeing any plaintext clients’ data and in

a verifiable manner (i.e., clients can verify whether the randomness

server has correctly followed the protocol in zero knowledge).

To ensure efficiency byminimizing financial costs, computational

overhead, and bandwidth consumption, our system incorporates

the following design principles: 1) it avoids any communication

between the randomness server and the aggregation server; 2) it

precludes communication between clients; and 3) it requires mini-

mal efforts from clients, with a single single round of interaction

with each server. Avoiding such communications and interactions

also makes the practical deployment of non-collusion assumptions

more feasible and easier to maintain.

Note that the server and clients agree on two public parameters:

i) the desired differential privacy guarantee (𝜀,𝛿); and ii) the security
parameter 𝜅 used for the secret sharing scheme.

3 NEBULA DESIGN
We present the design of our novel DP and secure system, called

Nebula. Nebula requires no communication between clients, and

only requires two non-cooperating servers (one that operates an

oblivious and verifiable pseudorandom function [53], and one that

aggregates and learns threshold-meeting values from clients).
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Algorithm 1: Nebula
Input: 𝑁 clients, one randomness server, one aggregation server, Truncated Shifted Discrete Laplace distribution TSDLap( ·) , DP guarantee (𝜀, 𝛿 ) ,
𝜏-out-of-𝑁 secret-sharing scheme Π𝜏,𝑁 , public key parameter pp, hash function 𝐻 ( ·)
Output: Clients’ submissions revealed to the aggregation server

1: (𝜀Re, 𝛿Re ), (𝜀Unre, 𝛿Unre ) ← (𝜀, 𝛿 ) ⊲ All parties agree on sample-and-threshold (Re) and dummy-data (Unre) DP guarantees

2: 𝑝𝑠 , 𝜏 ← (𝜀Re, 𝛿Re ) ⊲ Computing sampling rate and aggregation threshold
3: for 𝑖 = 1, . . . , 𝑁 do
4: 𝑟𝑖 = Client-RandomnessServer(𝑥𝑖 , pp, 𝐻 ( ·) ) ⊲ Oblivious and verifiable randomness generation (Algorithm 2)

5: sbm, _← LocalSecretSharing(𝑥𝑖 , 𝑟𝑖 ,Π𝜏,𝑁 ) ⊲ Each client locally encrypts their data (Algorithm 3)

6: 𝑧𝑖 = Random( [0, 1] ) ⊲ Each client locally performs a Bernoulli test to decide whether to participate
7: if 𝑧𝑖 ≤ 𝑝𝑠 then
8: Submit sbm to the aggregation server

9: Dummy = DummyDataCreation(𝜏,TSDLap( ·), (𝜀Unre, 𝛿Unre ) ) ⊲ Dummy data creation to protect unrevealed submissions (Algorithm 4)
10: Submit Dummy to the aggregation server

11: ReceivedData = (sbm ∪ Dummy) ⊲ Received encrypted data containing indistinguishable dummy and real messages

12: RecoveredData = Aggregation(ReceivedData) ⊲ The aggregation server performs data aggregation and recovery (Algorithm 5)
13: Return RecoveredData

Algorithm 2: Client-RandomnessServer: Interaction be-

tween clients and the randomness server

Input: A client holding a private item 𝑥 , a randomness server, a

secret key msk, hash function 𝐻 ( ·)
Output: Randomness 𝑟

1: ℎ = 𝐻 (𝑥 ) ⊲ Client hashes its value

2: 𝑟 ′ ← 𝑅 ⊲ Client generates a random value

3: 𝑏 = ℎ𝑟
′

⊲ Client sends blinded hash to the server

4: z = 𝑏msk
⊲ Server responds with its ZKproof

5: 𝑤 = z

1

𝑟 ′ ⊲ Client unblinds the response

6: 𝑟 = 𝐻 (𝑤,𝑥 ) ⊲ Client obtains the randomness
7: Return 𝑟

At a high level, Nebula (Algorithm 1) works as follows: i) Each
client independent of other clients obliviously communicates with

the randomness server and encrypts its data; ii) Each client per-

forms a Bernoulli test on whether to participate: with probability

𝑝𝑠 it participates and sends its encrypted data to the server, oth-

erwise it abstains; iii) A randomly selected client submits dummy

data by creating groups of dummy data for each possible group

of unrevealed items in {1, ..., 𝜏 − 1} to bound the information that

the aggregation server might learn from unrevealed submissions;

iv) The aggregation server receives real submissions and dummy

data, and performs the decoding such that it learns aggregate sub-

missions shared by at least 𝜏 clients in the sampled set. Note that

the system is designed such that dummy data does not impact the

correctness and utility of the aggregations (see Section 3.3). In the

rest of this section, we describe each of these steps in detail.

3.1 Oblivious & Verifiable Randomness
Each client starts by sampling randomness 𝑟 from the randomness

server that runs a Verifiable Oblivious PseudoRandom Function

(VOPRF) [29] that adheres to the standard ideal functionality [2]

with security guarantees proven in the Universal Composability

framework [37]. This VOPRF construction allows clients that con-

tribute the same original value to consistently receive the same

randomness 𝑟 , while ensuring that: i) the randomness server does

not learn the clients’ values; ii) the server cannot detect when multi-

ple clients share the same input; iii) clients do not learn the server’s

PRF keys; and iv) no communication is required between clients.

Server-side setup.The randomness server initializes the VOPRF by

generating public cryptographic parameters pp← VOPRF.setup(1𝜅 )
given the security parameter 𝜅 . The randomness server then gener-

ates a keypair (msk,mpk) ← KeyGen(pp), consisting of a secret

key msk and a public key mpk, using a Key Generation algorithm

KeyGen parameterized by pp.

Once the VOPRF setup is complete, each client interacts with

the randomness server to obtain its randomness 𝑟 , as described in

Algorithm 2 and outlined below.

Client-side requests. Each client produces a request using their

input data as follows. The client first samples a local blinding factor

𝑟 ′, then computes a blinded representation of their original data

value 𝑥 as 𝑏 = 𝐻 (𝑥)𝑟 ′ . The client then sends the blinded value 𝑏 to

the untrusted randomness server.

Server-side responses. Upon receiving 𝑏, the randomness server

evaluates the VOPRF function by computing 𝑧 = 𝑏msk
using their

secret key msk. The randomness server returns 𝑧 to the client.

Finally, the client unblinds the received response(𝑤 = 𝑧1/𝑟
′
) and

derives the final pseudorandom output as (𝑟 = 𝐻 (𝑤, 𝑥)).

3.2 Local Data Preparation and Submission
To secret-share the data (Algorithm 3), the client parses 𝑟 into

{𝑟1, 𝑟2, 𝑟3} using a random oracle model hash function. Each of these

three randomness components are used for different purposes.

𝑟1 is used to seed a PR generator function and derive a Key for a

symmetric encryption scheme which satisfies IND-CPA security

and consists of two algorithms: i) encryption: producing ciphertext

of a data with key; and ii) decryption: outputting a data given its

ciphertext under the key. Using the encryption algorithm, we obtain

the encrypted client’s input data c = Enc(Key, x). 𝑟2 is used as

the randomness input to Π𝜏,𝑁 for producing a random 𝜏-out-of-𝑁

share
2 𝑠𝑘 ∈ 𝐹𝑞 of 𝑟1.Π𝜏,𝑁 operates in a finite field 𝐹𝑞 for some prime

2
Note that our implementation of 𝜏-out-of-𝑁 secret sharing produces random shares

without any client’s identity.
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Algorithm 3: LocalSecretSharing: Client data encoding
Input: A client holding a data point 𝑥 , randomness 𝑟 , 𝜏-out-of-𝑁 secret-sharing scheme Π𝜏,𝑁

Output: Encoded data sbm

1: 𝑟1, 𝑟2, 𝑟3 ← 𝐻 (𝑟𝑎 ∥1), 𝐻 (𝑟𝑏 ∥2), 𝐻 (𝑟𝑐 ∥3) such that 𝑟𝑎 ∥𝑟𝑏 ∥𝑟𝑐 = 𝑟 ⊲ Parsing the randomness to three random values

2: Key = PseudorandomGenerator(𝑟1 ) ⊲ Deriving a symmetric key using pseudorandom generator with 𝑟1 as the seed

3: c← Enc(Key, x) ⊲ Encrypting the data and generating a ciphertext

4: 𝑡 ← 𝑟3 ⊲ Generating a tag for the data using 𝑟3

5: 𝑠 = Π𝜏,𝑁 (𝑟1; 𝑟2 ) ⊲ Constructing a secret-share of the random value 𝑟1 used for deriving the encryption key

6: sbm← (c, 𝑠, 𝑡 ) ⊲ Creating a tagged submission for the data
7: Return sbm, Key

Algorithm 4: DummyDataCreation: Create groups of

dummy data

Input: A public thresholding value 𝜏 , Truncated Shifted Discrete

Laplace distribution TSDLap( ·) , DP guarantees

(𝜀Unre, 𝛿Unre )
Output: A set of dummy data

1: Dummy = {} ⊲ The set containing groups of dummy data
2: Select a client for creating dummy data

3: for 𝑖 = 1, . . . , 𝜏 − 1 do
4: 𝛼 ← TSDLap(𝜆 = 2/𝜀Unre, 𝑡 = 2 + 2/𝜀Unre log(2/𝛿Unre ) )
5: {t𝑗 }𝛼𝑗=1 = UniqueTagGenerator(𝛼 ) ⊲ Unique tags

6: for 𝑗 = 1, . . . , 𝛼 do
7: 𝑠 𝑗 = { (𝑐 𝑗 , 𝑠 𝑗 , t𝑗 )𝑖 } ⊲ The client creates a set containing

𝑖 zero-value items with the same unique tag
8: Dummy.append(𝑠 𝑗 )
9: Return Dummy

𝑞 > 0 with information-theoretic security [11].Π𝜏,𝑁 consists of two

algorithms: i) share: producing a random share of the data with a

particular randomness; ii) recover: reconstructing the data given at

least its 𝜏 valid shares. 𝑟3 is used as a tag informing the aggregation

server which shares to combine to recover the encryption key. Each

client constructs their message as sbm← (c, 𝑠, 𝑟3).
Then, each client performs a Bernoulli test on whether to partic-

ipate: with probability 𝑝𝑠 = 𝑛/𝑁 (where 𝑛 is the expected size of

the sampled clients) it sends its encrypted message sbm← (c, 𝑠, 𝑟3)
to the aggregation server, otherwise it abstains.

3.3 Dummy Data Injection
While the aggregation server cannot recover the data values submit-

ted by less than 𝜏 clients, it does observe the tags of these unrevealed

submissions.
3
The aggregation server thus learns the multiplicity

of unrevealed submissions sharing the same tag, which could poten-

tially expose information about their underlying values if the server

possesses additional side information. To control this leakage, Neb-
ula adds dummy submissions such that the amount of information

that the aggregation server can learn about these tags is bounded

within the DP guaranteed range (Algorithm 4
4
). Dummy datamakes

the histogram of unrevealed submissions differentially private. This

3
The cost that we pay in favour of enabling the aggregation server to do the aggregation

by itself without any interaction with other servers/clients in practical scenarios.

4
The efficient version of Algorithm 7 used in our security proof (Appendix A). The

only difference is that the client constructs dummy submissions locally instead of

interacting with the randomness server, trivially tolerated by our security proof.

dummy data injection can be done by randomly selecting a client,

and it does not affect the correctness and utility of the aggregations,

as dummy data is automatically filtered out because each dummy

group is smaller than the threshold (see line 3 in Algorithm 4).

We use the truncated shifted discrete Laplace distribution sup-

ported on {0, ..., 2𝑡}, denoted by TSDLap(𝜆, 𝑡), to generate a positive,
bounded number of dummy data.

Definition 3.1 (Truncated Shifted Discrete Laplace Distribution).
The Truncated Laplace Distribution on {0, ..., 2𝑡} is defined as:

𝑓
TSDLap(𝜆,𝑡 ) (𝑐) =


exp (− |𝑐−𝑡 |

𝜆
)

𝐴
, if 𝑐 ∈ {0, ..., 2𝑡}

0, otherwise,

(1)

where 𝜆 ∈ (0, 1) is the scale parameter and𝐴 =
∑
2𝑡
𝑐=0 exp

(
− |𝑐−𝑡 |

𝜆

)
=

1 + 2∑𝑡
𝑐=1 exp

(
− 𝑐
𝜆

)
is the normalization constant.

Section 4 proves that subsampling clients, combinedwith dummy

data and thresholding, provides DP guarantees [26, 44].

3.4 Data Aggregation and Recovery
Clients submit their secret-shared values to the aggregation server

through an anonymizing proxy, delinking the submitted value from

any other information identifying the submitter (e.g., IP address,

etc). We deploy an Oblivious HTTP [52] server which is an IETF

draft standard. Oblivious HTTP removes client-identifying informa-

tion from HTTP requests containing client submissions to blind the

aggregator server from learning which client is submitting which

reports, and which reports are being submitted by the same user.

Following the literature,
5
we assume that submissions do not con-

tain timestamps of when data is generated. In practical deployments

where timestamps are observed, we need to make the distribution of

each timestamp independent of the messages and their source such

that it gives no additional information about the sender. This could

be done in various ways. For instance, whenever a client’s data is

encoded on their device, the client locally draws a real number num
uniformly into [0, 1] and send the message at time num.

The aggregation server then recovers any values submitted by

at least 𝜏 clients using the share recovery algorithm on the corre-

sponding share values, 𝑠𝑘 , to recover 𝑟1 and thus the corresponding

data value. As described in Algorithm 5, the aggregation groups

submissions based on their tags such that all submissions in each

5
https://machinelearning.apple.com/research/learning-with-privacy-at-

scale#AppleSecurity

https://machinelearning.apple.com/research/learning-with-privacy-at-scale##AppleSecurity
https://machinelearning.apple.com/research/learning-with-privacy-at-scale##AppleSecurity
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Algorithm 5: Aggregation: Aggregating and recovering client data

Input: Received𝑀 clients’ submissions {sbm𝑖 }𝑀𝑖=1 where each submission sbm𝑖 ← (c, 𝑠, 𝑡 ) contains an encrypted data c, a random 𝜏-out-of-𝑁 share

𝑠 and a tag 𝑡 , 𝜏-out-of-𝑁 secret-recovering scheme Π−1
𝜏,𝑁

, PseudorandomGenerator

Output: Decoded clients’ data RecoveredData

1: RecoveredData = {}
2: {groups} = GroupBasedOnTags(sbm𝑖 ) ⊲ Grouping submissions based on their tags 𝑡 such that all submissions in each group share

the same tag
3: for group ∈ groups do
4: (𝑟1,⊥) ← Π−1

𝜏,𝑁
({𝑠𝑘 } ∀𝑠𝑘 ∈ group) ⊲ Recovering the share if the group contains at least 𝜏 submissions (i.e.,

secret-shares)
5: if 𝑟1 then
6: Key = PseudorandomGenerator(𝑟1 ) ⊲ Recovering the decryption key using 𝑟1 to seed the pseudorandom generator

7: x = Dec(Key, c) ⊲ Decrypting one of the data within the group

8: RecoveredData.append(x, x, . . . , x︸      ︷︷      ︸
|group| times

) ⊲ Outputting as many data as the size of the group

9: Return RecoveredData

group share the same tag. Then, the aggregation can learn the

submission within groups with cardinality of at least 𝜏 through

performing the following sequential recoveries: 1) the share value

𝑠 from its 𝜏 secret shares 𝑠𝑘 ; 2) 𝑟1 from 𝑠 ; 3) the encryption key Key

from 𝑟1; 5) the client submission using Key as the decryption key.

4 PRIVACY, SECURITY, UTILITY AND
COMMUNICATION ANALYSIS

In this section, we analytically demonstrate that Nebula is a secure
protocol for producing private and highly accurate data outputs

with low communication costs.

4.1 Privacy Analysis
Theorem 4.1. Consider𝑁 clients generating a dataset𝐷 = {𝑥𝑖 }𝑁𝑖=1.

Let 𝜀Unre be the privacy budget used in the creation of dummy data
(Algorithm 4). For 𝜀Re > 0 and 𝛿Re ∈ (0, 1), let 𝑝𝑠 = 𝛼 (1 − 𝑒−𝜀Re ) and
𝜏 = 1

𝐶𝛼
ln ( 1

𝛿Re
) where 0 < 𝛼 ≤ 1 and 𝐶𝛼 = ln ( 1𝛼 ) −

1

1+𝛼 . Then, the
view of the aggregation in Nebula satisfies computational (𝜀, 𝛿)-DP
with 𝜀 = max(𝜀Unre, 𝜀Re) and 𝛿 = max(𝛿Unre, 𝛿Re).

Proof. Let𝐷 and𝐷′ be two neighboring input datasets such that
𝐷′ is obtained by removing one client’s data from𝐷 .We aim to show

that the view of the aggregation server satisfies (computational)

(𝜀, 𝛿)-DP. We split our analysis according to two mutually exclusive

events (see Figure 1): either the value corresponding to the extra

client in 𝐷 is revealed (i.e., the corresponding count is greater than

or equal to 𝜏), or it is not.

Unrevealed submission. For unrevealed submissions, the server

only learns the multiplicity of submissions with the same tag. Let

ZUnre be the histogram of the unrevealed submissions computed as

Z +N whereZ is the histogram of multiplicities of the “genuine”

submissions (i.e., Z𝑖 counts the number of unrevealed tags with

multiplicity 𝑖) and N is the noise corresponding to the addition of

dummy contributions. Recall that dummy data are drawn from a

domain disjoint from the original domain, so adding 𝑖 dummies

with the same tag is equivalent to adding noise of value one to the

𝑖-th histogram entryZ𝑖 . AsZ does not have any multiplicity above

𝜏 − 1, the protocol only adds 𝑖 ∈ [𝜏 − 1] different such contributions.

Multiplicity of submissions with the same tag

... ...

Threshold

Revealed submissionsUnrevealed submissions

C
ou

nt
s

Figure 1: Nebula’s output to the aggregation server consists
of a histogramH of multiplicities whereH𝑖 represents the
number of submissions with the same tag, with multiplicity 𝑖
and 𝑖 ∈ [𝑚]. This histogram is obtained based on submissions
that each client sent with probability 𝑝𝑠 (empty bar) and
dummy data (hatched bar).

We know that noise N sampled from the truncated shifted discrete

Laplace distribution TSDLap(𝜆, 𝑡) on {0, ..., 2𝑡} with 𝜆 = Δ/𝜀Unre
and 𝑡 = Δ + Δ/𝜀Unre log(2/𝛿Unre) to ensure (𝜀Unre, 𝛿Unre)-DP [10].

We compute the sensitivity Δ as follows. Removing a client’s data

from 𝐷 decreases the count of the corresponding multiplicity 𝑖 by

one while increasing the count of multiplicity 𝑖−1 by one, resulting
in Z and Z′ (computed on 𝐷 and 𝐷′ respectively) that differ in
two adjacent entries 𝑖 and 𝑖 − 1:

Z𝑖 = Z′
𝑖
+ 1 entry 𝑖

Z𝑖−1 = Z′
𝑖−1 − 1 entry 𝑖 − 1

Z𝑦 = Z′𝑦 other entries ∀𝑦 ∉ {𝑖, 𝑖 − 1}
(2)

Therefore the sensitivity Δ = 2.

Revealed submission. In the event where the differing submission

is revealed, we can leverage DP guarantees of the sample-and-

threshold approach [26]. For completeness and clarity, we give the

full proof below. The bound on the ratio of the probability of the

aggregation server receiving and decoding a group of submissions
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with the same tag and multiplicity 𝑖 on 𝐷 and 𝐷′ is computed as

follows. Let 𝑘 be the multiplicity of the extra client’s data item in

𝐷 . The probability of seeing a count of 𝑣 ≥ 𝜏 copies of this item in

the output of 𝐷 is given by the Binomial theorem:(
𝑘

𝑣

)
(1 − 𝑝𝑠 )𝑘−𝑣 (𝑝𝑠 )𝑣, (3)

and the probability of seeing a count of 𝑣 copies of the same data

in the output of 𝐷′ who holds 𝑘 − 1 copies of the data is(
𝑘 − 1
𝑣

)
(1 − 𝑝𝑠 ) ( (𝑘−1)−𝑣) (𝑝𝑠 )𝑣 . (4)

Now, we can bound the ratio of probabilities of seeing data with a

given count 𝑣 by dividing Eq. 3 by Eq. 4 which is
(1−𝑝𝑠 )𝑘
𝑘−𝑣 .

Next, we show that the ratio
(1−𝑝𝑠 )𝑘
𝑘−𝑣 is between the interval

(𝑒−𝜀Re , 𝑒𝜀Re ) except with some small probability.

For the lower bound, we have

𝑒−𝜀Re ≤ (1 − 𝑝𝑠 )𝑘
𝑘 − 𝑣 , (5)

for any 𝑣 ≥ 0, which is satisfied if we ensure 𝑝𝑠 ≤ 1 − 𝑒−𝜀Re < 1

(since 𝑣 = 0 is the worst case).

For the upper bound, we have:

(1 − 𝑝𝑠 )𝑘
(𝑘 − 𝑣) ≤ 𝑒

𝜀Re . (6)

Rearranging the upper bound, we have:

𝑣 ≤ 𝑘 (1 − 𝑒−𝜀Re + 𝑒−𝜀Re𝑝𝑠 ) (7)

Note that:

(1) Since 𝑝𝑠 < 1, then 𝑝𝑠 (1 − 𝑒−𝜀ARe ) < 1 − 𝑒−𝜀Re and so 𝑝𝑠 <

(1 − 𝑒−𝜀Re + 𝑒−𝜀Re𝑝𝑠 ).
(2) The bound in eq. (6) is greater than 𝑘𝑝𝑠 , the mean value.

(3) Since 𝑝𝑠 < 1, then (1−𝑒−𝜀Re +𝑒−𝜀Re𝑝𝑠 ) < 1, so we can define

the probability 𝑞 = (1 − 𝑒−𝜀Re + 𝑒−𝜀Re𝑝𝑠 ).
As all revealed submissions have a count at least equal to 𝜏 ,

we can thus obtain (𝜀Re, 𝛿Re)-DP by bounding the probability 𝛿Re
of choosing a 𝑣 that is more than max(𝑘𝑞, 𝜏). Using the Chernoff-
Hoeffding bound for the binomial distribution as done in [26], we

get 𝛿Re ≤ exp(− 𝜏𝑞𝐷 (𝑞∥𝑝)). Therefore, sampling with probability

𝑝𝑠 = 𝛼 (1 − 𝑒−𝜀Re ) and thresholding with 𝜏 = 1

𝐶𝛼
ln ( 1

𝛿Re
) where

0 < 𝛼 ≤ 1 and 𝐶𝛼 = ln ( 1𝛼 ) −
1

1+𝛼 provides (𝜀Re, 𝛿Re)-DP [26]. □

Note that the aggregation server can publish the final histogram,

which satisfies DP with the same 𝜀 and 𝛿 . Also, as discussed in

Section 2 and Section 3, the randomness server learns nothing about

the plaintext version of the client’s data thanks to the underlying

cryptographic schemes.

4.2 Cryptographic Security
Figure 2 represents the ideal functionality for Nebula. We leverage

the methodology of [29] for producing consistent data encryption.

Appendix A provides all correctness and security proofs of Nebula
following similar arguments to [29].

Ideal Functionality F
Nebula

Participants:
• Aggregation server 𝑆𝐴
• Randomness server 𝑆𝑅
• Clients {𝐶𝑖 }𝑁𝑖=1

Public parameters:
• DP parameters 𝜀, 𝛿 where 𝜀 = max(𝜀Unre, 𝜀Re) and 𝛿 =

max(𝛿Unre, 𝛿Re)
• Noise parameters 𝜆 = 2

𝜀Unre
and 𝑡 = 2 + 2

𝜀Unre
log( 2

𝛿Unre
).

• Threshold 𝜏 = 1

𝐶𝛼
ln ( 1

𝛿Re
) and Subsampling rate 𝑝𝑠 =

𝛼 (1 − 𝑒−𝜀Re )
Inputs:
• Client 𝐶𝑖 ∈ {𝐶𝑖 }𝑁𝑖=1: provides input (𝑥𝑖 , aux𝑖 )
• 𝑆𝑅 : provides VOPRF keypair (msk,mpk)
• 𝑆𝐴: provides nothing ⊥

Functionality:
(1) For each client𝐶𝑖 ∈ {𝐶𝑖 }𝑁𝑖=1, sample 𝑏𝑖 ← Bern(𝑝𝑠 )
(2) C ← {𝐶𝑖 |𝑏𝑖 = 1}
(3) Sample {𝛼𝑖 }𝜏−1𝑖=1

where each 𝛼𝑖 is sampled inde-

pendently from 𝛼𝑖 ← TSDLap(𝜆 = 2/𝜀Unre, 𝑡 =

2 + 2/𝜀Unre log(2/𝛿Unre)).
(4) For each 𝛼𝑖 , construct 𝛼𝑖 groups of dummy clients

of size 𝑖 with input (𝜔𝑖, 𝑗 , aux𝑖, 𝑗 ) for all 𝑗 ∈ 𝛼𝑖 .

Each 𝜔𝑖, 𝑗 is a distinct measurement outside the set

of client measurements {𝑥𝑖 }𝑁𝑖=1. Call the set of all
dummy clients D.

(5) For each unique 𝑥ℓ received from C ∪D, construct:

Eℓ =
{
(𝑥ℓ , {𝑥 𝑗 } 𝑗∈ 𝐽 , 𝜏ℓ ) : (𝐽 ⊆ [𝑁 ]) ∧

(
𝑥 𝑗 = 𝑥ℓ

)}
where 𝜏ℓ =

��{x𝑗 } 𝑗∈ 𝐽 �� is the number of sampled

client measurements in Eℓ .
(6) Let Y be an empty map.

(7) For each Eℓ where 𝜏ℓ ≥ 𝜏 , set Y[𝑥ℓ ] = Eℓ .
Outputs:
• 𝐶𝑖 : learns nothing ⊥
• 𝑆𝑅 : learns what it would normally learn during the

VOPRF exchange, {FVOPRF (msk, 𝑥𝑖 )}𝑁𝑖=1
• 𝑆𝐴: learns a (𝜀, 𝛿) differentially private histogram of

clients’ data, Y, and the cardinality of each group of

inputs 𝑛ℓ ≡ |𝑆ℓ | where 𝑆ℓ is the set of submissions from

C ∪ D which share the same unique measurement 𝑥ℓ .

Figure 2: Ideal functionality for Nebula.

4.3 Communication Analysis
Each client performs only one round of interaction with the ran-

domness server to obtain the necessary randomness for the secret

sharing. In particular, each client submits a 32 byte message con-

sisting of their blinded hash value (see 𝑏 line 3 in Algorithm 2).

In response, the client receives another 32 bytes (see 𝑧 line 5 in

Algorithm 2) from the randomness server. Each client performs
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only one single interaction with the aggregation server. In partic-

ular, each client submits a 266 byte message, sbm (see line 6 in

Algorithm 3), consisting of an alignment tag (32 bytes), a share of

the encryption key (192 bytes), and their value (approximately 42

bytes). In addition to this, one client needs to send dummy data to

the aggregation server.

Proposition 1. The expected and worst-case number of dummy
data is 𝑡 (𝜏−1)𝜏

2
and 2𝑡 (𝜏−1)𝜏

2
where 𝑡 = 2 + 2/𝜀Unre log(2/𝛿Unre) is

the expectation of the truncated shifted discrete Laplace distribution
and 𝜏 is the threshold for pruning values.

Proof. As discussed in Section 3, we use truncated shifted dis-

crete Laplace distribution, TSDLap(𝜆, 𝑡) on {0, ..., 2𝑡} to generate

dummy data. The expectation of TSDLap(𝜆, 𝑡) is 𝑡 and its maxi-

mum value is 2𝑡 . We sample 𝜏 − 1 times from the truncated shifted

discrete Laplace distribution and each time generate a group of sub-

missions whose cardinality is the same as the bin value. Therefore,

the expected and the maximum number of dummy submissions are

𝑡
(𝜏−1)𝜏

2
and 2𝑡

(𝜏−1)𝜏
2

, respectively. □

As alignment tags for the dummy data are random they can be

generated locally without any communication with the random-

ness server. However, the submitting client needs to send as many

messages as the size of the group to the aggregation server.

4.4 Utility Analysis
The utility of Nebula is unaffected by the inclusion of dummy

data: only the sampling rate 𝑝𝑠 and the threshold 𝜏 affect the ac-

curacy of the histogram estimated by Nebula relative to the true

histogram. Leveraging utility guarantees of sample-and-threshold

approach [26], we can show that Nebula reveals to the aggrega-

tion server, with high probability, any value whose frequency is

sufficiently above the threshold.

Lemma 4.2. Nebula removes a value that is shared by𝑊 clients
with probability at most exp(−(𝑝𝑠𝑊 −𝜏)2 1

2𝑊𝑝𝑠
), where 𝑝𝑠 and 𝜏 are

Nebula’s parameters: the client sampling rate and pruning threshold.

5 NESTED-NEBULA: A VARIANT FOR
HIGH-DIMENSIONAL MARGINAL
HISTOGRAMS

In some scenarios, clients’ data consist of multiple at-

tributes [41, 57, 60]. In this case, each client 𝑖 holds a multi-

dimensional data point that is a vector of 𝐿 ≥ 2 attributes of the

form x𝑖 = [𝑥 (1)𝑖
, 𝑥
(2)
𝑖
, ..., 𝑥

(𝐿)
𝑖
]. Consider the following motivating

and practical example in the case of telemetry [35]. Clients generate

some five-dimensional crash reports while using a Web Browser.

Clients are anonymous and each dimension is a separate attribute: i)
URL visited; ii) the underlying operating system; iii) the state of the
device’s battery; iv) session; and v) token IDs [50]. These attributes

form a client’s crash report. The service provider would like to

learn the marginal histogram (i.e., the frequency among any joint

sequence of attributes) to optimize and improve their application.

Therefore, the service provider wants to maximize the utility of

marginal histogram estimations and get better utility than treating

client data that are made up of multiple attributes as a single

Algorithm 6: Nested-Nebula
Input: 𝑁 clients, each client 𝑖 holding a multi-dimensional data

point x𝑖 = [𝑥 (1)𝑖
, 𝑥
(2)
𝑖

, ..., 𝑥
(𝐿)
𝑖
] with 𝐿 attributes, all other

inputs to Algorithm 1

Output: Clients’ multi-dimensional submissions revealed to the

aggregation server

1: (𝜀Re, 𝛿Re ), (𝜀Unre, 𝛿Unre ) ← (𝜀, 𝛿 ) and 𝑝𝑠 , 𝜏 ← (𝜀Re, 𝛿Re )
2: for 𝑖 = 1, . . . , 𝑁 do
3: SBM = {}
4: for ℓ = 1, . . . , 𝐿 do
5: x(:ℓ )

𝑖
= [𝑥 (1)

𝑖
, · · · , 𝑥 (ℓ )

𝑖
]

6: 𝑟
(ℓ )
𝑖

= Client-RandomnessServer(x(:ℓ )
𝑖

, pp, 𝐻 ( ·) )
7: sbm

(ℓ )
𝑖

,Key
(ℓ )
𝑖
← LocalSecretSharing(x(:ℓ )

𝑖
, 𝑟
(ℓ )
𝑖

,Π𝜏,𝑁 )
8: if ℓ == 1 then
9: ŝbm

(ℓ )
𝑖 ← sbm

(ℓ )
𝑖

10: else
11: ŝbm

(ℓ )
𝑖 ← Enc(Key(ℓ−1)

𝑖
, sbm

(ℓ )
𝑖
)

12: SBM.append(ŝbm(ℓ )𝑖 )
13: 𝑧𝑖 = Random( [0, 1] )
14: if 𝑧𝑖 ≤ 𝑝𝑠 then
15: Submit SBM to the aggregation server

16: Dummy = DummyDataCreation(𝜏,TSDLap( ·), (𝜀Unre, 𝛿Unre ) )
17: Submit Dummy to the aggregation server

18: ReceivedData = (SBM ∪ Dummy)
19: for ℓ = 1, . . . , 𝐿 do
20: if ℓ == 1 then
21: RecoveredData

(ℓ ) ← Aggregation(ReceivedData(ℓ ) )
22: else
23: ReceivedDataWithKeys

(ℓ ) ← Dec(Key(ℓ−1) , ReceivedData(ℓ ) )
24: RecoveredData

(ℓ ) = Aggregation(ReceivedDataWithKeys
(ℓ ) )

25: Return RecoveredData

data. Indeed, treating all attributes as a single data point means

only those clients whose multi-dimensional data match exactly

across all attributes are considered to have the same value, and this

typically rarely happens in real datasets with many attributes. One

straightforward solution would be to share each individual attribute

or sequence of joint attributes, but this increases privacy risks.

To address these limitations, we propose Nested Nebula (Algo-
rithm 6) that employs a novel multi-dimensional data encoding

with a “hierarchy-of-priority” in which each client constructs a ci-

phertext by iteratively encrypting their ordered attributes such that

the decrypting process halts when facing a low-frequency attribute

that might risk the privacy of clients.

Multi-dimensional local data encryption. In Nested-Nebula,
each client 𝑖 creates 𝐿 sequential prefixes x(:1)

𝑖
, . . . , x(:𝐿)

𝑖
such

that each prefix x(:ℓ )
𝑖

= [𝑥 (1)
𝑖
, · · · , 𝑥 (ℓ )

𝑖
] contains the sequence

of attributes from the beginning to its corresponding index

ℓ ∈ {1, . . . , 𝐿}. These prefixes enable to capture joint histograms of

multiple attributes instead of each individual attribute. Each client

encodes prefixes x(:ℓ ) such that rare prefixes (i.e., a sequence of

attributes which are not common across clients) cannot be decoded

(i.e., kept hidden from the server). Each client 𝑖 secret-shares

each prefix ℓ through running Algorithm 2 and Algorithm 3 and

construct message sbm
(ℓ )
𝑖

. Submitting sbm
(1)
𝑖
, sbm

(2)
𝑖
, ..., sbm

(ℓ )
𝑖

separately in ℓ individual messages would result in two issues:
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i) it increases privacy loss and reveals all tags that might leak

information; and 2) it increases the overhead for both clients and

servers. To address these issues, we chain the prefix contributions

of each client (see lines 6-9 of Algorithm 6) and create one single

super-message SBM such that decoding the attributes in the previ-

ous prefix would only then allow unlocking the next-longer prefix.

In particular, we construct super-messages that can be iteratively

opened to reveal higher levels of granularity (more attributes) when

the previous prefix is shared by at least 𝜏 clients. To do this, client

𝑖 encrypts each prefix sbm
(ℓ )
𝑖

with the key of its previous prefix

which gets revealed once the previous prefix is decoded. Each prefix

at layer ℓ (except for the first) is then encrypted with the key of the

previously encoded prefix. In particular, each client computes an

encrypted ciphertext ŝbm

(ℓ )
𝑖 ← Enc(Key(ℓ−1) , sbm(ℓ )

𝑖
) with the

described symmetric encryption operation for each ℓ ∈ {2, . . . , 𝐿}.
Finally, each client 𝑖 creates the super-message as the tuple

SBM = (ŝbm(1)𝑖 , . . . , ŝbm
(𝐿)
𝑖 ) and sends it to the server based on

the outcome of Bernoulli test discussed in Section 3.

We assume that attributes come with a natural order (i.e.,

hierarchy-of-priority). However, this ordering affects the utility

of Nested-Nebula as attributes towards the end of the clients’ sub-

missions are less likely to be learned by the aggregation server. An

interesting future direction is to optimize the ordering of client

attributes based on domain knowledge (e.g. the distribution of data

itself) to achieve high utility.

We also note that the utility improvement of this multi-

dimensional encoding might come at a cost in terms of privacy.

An aggregation server with perfect background knowledge (full

knowledge of all records in 𝐷 , and full knowledge of the victim

record), aiming to infer whether the victim record is in the input

dataset or not, can recover some information. In particular, the

aggregation server can observe tags of unrevealed prefixes ŝbm

(ℓ )
𝑖

whose immediate preceding prefixes ŝbm

(ℓ−1)
𝑖 are decoded. How-

ever, it is common to ignore this leakage in practice [30] as the

above privacy leakage happens for pathological datasets with ex-

tremely skewed distribution and mostly binary values. Several ways

have been proposed to address this leakage in the literature, such

as relaxing the definition of differential privacy by considering

practical data distributions [7, 13, 30, 31, 40, 44].

6 EXPERIMENTS
We implement Nebula (https://github.com/brave-experiments/

Nebula-CCS2025) and empirically validate: i) Effectiveness in
estimating accurate but private histograms: in complement

to the analytical privacy and utility guarantees of Section 4, we

empirically demonstrate that the histogram estimated by Nebula
is close to the true histogram constructed from all clients’ original

data while ensuring strong privacy guarantees. ii) Efficiency in
private and secure data collection: In complement to the analyt-

ical communication costs of Section 4, we empirically demonstrate

the ability of Nebula to scale to real-world use cases thanks to its

low computational, bandwidth and financial costs.

We assess the performance of Nebula on real-world three

datasets. Two of these are privacy-sensitive in nature—the IPUMS

Census dataset and the Foursquare dataset [59]. We also assess the

performance of Nebula on the Complete Works of Shakespeare as

it is commonly used in histogram estimation literature [26].

IPUMS. We use the Integrated Public Use Microdata Series of

United States census data (https://usa.ipums.org/usa/). We consider

15,537,785 data points representing persons through 5 attributes:

SEX, marriage status (MARST), RACE, education (EDUC), AGE.

Foursquare dataset is derived from the mobile app “Foursquare

City Guide”, which takes advantage of a user’s location to guide

them to highly-rated places like restaurants and bars, while a social

networking feature lets the user’s friends know what places they

visit. The dataset contains 33,263,633 check-in events at 3,680,126

venues (in 415 cities in 77 countries). Each venue in the dataset (e.g.

a restaurant) comes with a latitude and longitude granular enough

to identify it uniquely. We pre-process the dataset by extracting the

country code and latitude/longitude pairs of each check-in event.

The result is a CSV file of 33,263,633 rows where each line contains

the location information for one venue visit by one client.

Shakespeare dataset. We also consider the complete works of

William Shakespeare,
6
as if clients were each contributing an indi-

vidual word to generate a frequency distribution. We split the text

on whitespace, and apply basic normalization of punctuation and

capitalization. This results in a sequence of 832,301 values out of

a set of 29,257 unique words. Note that the frequency distribution

is highly peaked, in part because no stop words were removed. To

study the effect of domain size, we also sort words into bins based

on the lower 𝑏 bits of their SHA256 hash, and apply the same algo-

rithms to the bin index, creating a deterministic mapping consistent

with what clients could perform before submission.

Evaluation metrics. We evaluate the effectiveness and efficiency

of Nebula as follows. Effectiveness: We measure utility as a (scalar)

error that quantifies the difference between the estimated and the

true histograms: i) we represent each histogram as a vector, where

the length of the vector corresponds to the total number of bins,

and each entry represents the count in the corresponding bin; ii)

we normalize each histogram by dividing each bin counts by the

total counts; iii) we compute the 𝑙1 norm of the difference between

the estimated and original normalized histograms. Efficiency: We

evaluate the various costs of our framework through (1) Computa-

tional costs measured as CPU running time for both the client-side

encoding step and the server-side aggregation step; (2) Financial

costs based on those running times and per-CPU-hour server rental

prices, and (3) Bandwidth costs by measuring the size of a submis-

sion to the aggregation and randomness servers.

Parameters. As discussed in Section 4, Nebula’s privacy budget

is computed as 𝜀 = max(𝜀Unre, 𝜀Re) and 𝛿 = max(𝛿Unre, 𝛿Re). We

set the parameters of Nebula—threshold 𝜏 , sampling rate 𝑝𝑠 and

shift 𝑡 in TDSLap—such that we obtain a desired (𝜀, 𝛿) privacy
guarantees and a trade-off between utility and communication costs

as follows: (1) Set 𝜀Re = 𝜀 ≤ 1 (smaller 𝜀 provides a stronger privacy

guarantee) and 0 < 𝛼 ≤ 1 to a desired privacy budget and a constant,

respectively, and compute the sampling rate as 𝑝𝑠 = 𝛼 (1 − 𝑒−𝜀 ); (2)
Set 𝛿Re = 𝛿 to be very small (less than the reciprocal of the total

number of clients) and compute the threshold as 𝜏 = 1

𝐶𝛼
ln ( 1

𝛿
)

6
Plain text edition from https://cs.stanford.edu/people/karpathy/char-

rnn/shakespeare_input.txt

https://github.com/brave-experiments/Nebula-CCS2025
https://github.com/brave-experiments/Nebula-CCS2025
https://usa.ipums.org/usa/
https://cs.stanford.edu/people/karpathy/char-rnn/shakespeare_input.txt
https://cs.stanford.edu/people/karpathy/char-rnn/shakespeare_input.txt
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Table 1: Comparison of the utility of Nebula against: i) DP
approaches–including all local, shuffle and central models–
under a fixed DP guarantee of 𝜀 = 1; and ii) the threshold-
aggregation technique STAR implementing a 𝐾-anonymity
privacy protection (𝐾 = 20). Utility is assessed as the error
between the estimated and true histograms (↓: the lower,
the better) on Shakespeare (Shak.), IPUMS and Foursquare
(Fours.) datasets.Nebula enforces differential privacy (unlike
STAR) and achieves lower error than both local and shuffle
DP methods. It brings utility closer to that of central DP,
without requiring trust in a central server.

Approaches DP

Utility (↓)
Shak. IPUMS Fours.

Secure threshold-aggregation (STAR [29]) ✗ 0.1934 0.0314 0.6217

Central (Laplace noise [33]) ✓ 0.0348 0.0044 0.0005

Shuffle (Multi-message Bernoulli noise [5]) ✓ 1.2910 0.4344 1.4184

Local (General-Randomized Response [38]) ✓ 1.5921 1.6622 2.0000

Nebula ✓ 0.5772 0.1932 1.3999

where 𝐶𝛼 = ln ( 1𝛼 ) −
1

1+𝛼 ; and (3) set 𝑡 = 2 + 2/𝜀Unre log(2/𝛿Unre))
such that 𝜀Unre ≤ 𝜀Re and 𝛿Unre ≤ 𝛿Re. In particular, setting 𝜀 = 1,

𝛼 = 1/6 and 𝛿 = 10
−8

yields 𝑝𝑠 = 0.105, 𝜏 = 20 and 𝑡 = 15.

Implementation of cryptographic primitives.Weuse the Adept

Secret Sharing framework, implemented in v0.2.3 of the “adds” crate.

For randomness stretching / OPRF, we use the Puncturable Partially

Oblivious Pseudorandom Function algorithm, implemented with

v0.4.1 of the “pporpf” crate. Finally, for Symmetric cryptography

and hash functions, we pull from the Strobe protocol framework,

implemented in v0.10.0 of the “strobe-rs” crate.

6.1 Utility Comparison to Existing Works
We evaluate our DP data collection framework, Nebula, against
existing DP methods, and (non-DP) threshold-aggregation systems.

Specifically, we compare Nebula to four baselines: Local DP based
on the generalized randomized response mechanism [38]: Di-

viding the total privacy budget 𝜀 evenly across all attributes, each at-

tribute is locally perturbed by the client using randomized response

under the corresponding per-attribute budget, and the final report

aggregates these noisy responses. Shuffle DP via multi-message
Bernoulli noise addition [5]: Each client reports a value 1 for

their true bin value, and independently reports a value 1 for each

bin of the histogram with probability 𝑝
Shuffle

= 1 − 50

𝜀2𝑁
ln (2/𝛿). A

shuffler collects the messages, concatenates and randomly permutes

them, and forwards the shuffled message to the aggregation server.

The aggregator server can then recover an unbiased estimate of

the histogram. Central DP via Laplace noise addition [33]: the
aggregation server collects the raw client’s data, computes the true

histogram and adds Laplace noise to each bin). STAR [29] with

𝐾-anonymity protection (no DP): Each client encodes their value as

𝐾-out-of-𝑁 secret shares and sends to the aggregation server (with-

out Poisson sampling and dummy data that Nebula introduces for
achieving DP guarantees). The aggregation server decrypts values

submitted by at least 𝐾 clients.

Table 1 shows the histogram estimation error of Nebula, local
DP, Shuffle DP, central DP and STAR on the three datasets. Results
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Figure 3: Utility of Nebula compared with local, Shuffle and
central differential privacy applied to the Shakespeare data-
base as a function of histogram bins using an 𝜀 = 1DP privacy
guarantee. The word-frequency estimate of Nebula is more
accurate than local and shuffle DP while while removing the
trust of the central DP models on the server.

demonstrate that Nebula is more effective than the alternative local

DP and shuffle DP approaches in the collection of high-utility data

with strong DP guarantees: the utility of Nebula is closer to the

utility of the central model of DP in which clients must trust the

server. The absolute error in Shakespeare is the lowest. This is

because Shakespeare’s domain size is smaller than those of the

other two datasets, IPUMS and Foursquare. In these datasets, a

value represents a combination of multiple attributes, causing the

domain size to grow exponentially with the number of attributes.

We further analyze the effect of the domain size in Figure 3.

Words from the Shakespeare dataset are mapped by hash value into

between 64 and 16384 bins. The smaller the number of bins, the

lower the absolute error. As the domain size shrinks, the error trends

toward that of the central DP method, consistent with our above

explanation of the performance difference between datasets. Across

all domain sizes, Nebula consistently achieves significantly lower

absolute error in the estimated histogram compared to local DP.

As the domain size approaches the true domain of the dataset, the

utility advantage of Nebula over Shuffle DP becomes increasingly

evident. Additionally, Nebula is highly communication-efficient:

each client transmits information solely about its held item, while

Shuffle DP produces a message for each possible value. The domain-

independent communication complexity of Nebula is especially

beneficial in large domains [26].

Conversely, the absolute error in Foursquare is very high: this

is because Foursquare consists of multi-attribute data, resulting

in a large domain consisting of specific geographic coordinates.

Next, we discuss a variant of Nebula that can decrease the error

in multi-attribute cases such as Foursquare and IPUMS census.

6.2 Utility Improvements via Nested-Nebula
We analyze the impact of multi-dimensional encoding on the utility

of Nebula in estimating the marginal histogram across both multi-

dimensional dataset: the IPUMS dataset and the Foursquare dataset.

We compare the absolute error of Nebula against Nested Nebula
when estimating the histogram for each prefix.

Figure 4 (first row) demonstrates that multi-dimensional encod-

ings improve the ability of Nebula to collect high-utility multi-

dimensional IPUMS data. As the number of attributes increases in
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Figure 4: Improving the utility of Nebula in estimating
the histogram on the multi-attribute IPUMS dataset and
Foursquare dataset using multi-dimensional data encoding,
Nested Nebula (Algorithm 6). IPUMS contains 5 attributes–
S: Sex; M: Marriage status; R: Race; E: Education; A: Age.
Foursquare dataset contains 8 prefixes: x(1) = [𝑥1], x(2) =

[𝑥1, 𝑥2], · · · , x(8) = [𝑥1, · · · , 𝑥8]. We compute the utility as
the absolute error between the original histogram and the
estimated histogram. Multi-dimensional data encoding sig-
nificantly improves the absolute error of each marginal his-
togram (i.e., histogram of each sequence of joint attributes).

a prefix, the absolute error of the histogram estimation increases

(when including all attributes, we recover the results of Table 1).

This is because increasing the number of attributes in a prefix de-

creases the chance of having more copies of items, amplifying the

costs of sampling and pruning on revealing the item at the output to

the server: the chance of sampling a low-frequency item decreases

and it is more likely the items will be pruned (see Lemma 4.2).

We now turn to the Foursquare dataset where each element

consists of geographic coordinates and a country code, which are

not independent attributes. However, the chained prefix encoding

can still be applied to improve utility by coarse-graining the

venue locations. If each visit is split into the country code and

successive digits of the coordinates, a sequence of 8 attributes is

produced reporting the event location with increasing granularity.

With this encoding, partial recovery of joint attributes amounts

to recovering regional aggregate popularity at multiple scales.

Figure 4 (second row) shows the improvement in the absolute error

using this multi-dimensional nested encoding for the Foursquare

dataset. To further demonstrate the effectiveness of Nebula and

our multi-dimensional nested encoding, we compare the estimated

Nested Nebula histogram and the true Foursquare histogram of

country codes in Figure 5. We observe that Nested Nebula preserves
the relative frequencies across attribute values. For example, the

most popular items stay popular in the estimated histogram.

6.3 Nebula is Efficient
We evaluate computational, bandwidth, and financial costs.

Table 2: Efficiency of Nebula in terms of running time on
Foursquare and IPUMS datasets, in milliseconds per submis-
sion. The computational overhead of Nebula for clients and
the randomness server is very small.

Party Function

Dataset

Foursquare IPUMS Shakespeare

Client

Encode 4.96 3.07 0.42

Randomness 0.85 0.53 0.21

Server OPRF evaluation 0.48 0.30 0.06

Table 3: Efficiency of Nebula in terms of running time on
three datasets, in seconds for all submissions. The computa-
tional overhead of Nebula for the aggregation server is small.

Party Function

Dataset

Foursquare IPUMS Shakespeare

Server Decode 345 101 8

Table 4: Efficiency of Nebula in terms of bandwidth costs on
Foursquare and IPUMS datasets in bytes per submission. The
bandwidth cost of Nebula is very small.

Interaction Foursquare IPUMS Shakespeare

Client&RandomnessServer 256 160 32

Client&AggregationServer 2465 1470 373

Computational costs. We measure the CPU running time of our

framework on AWS r6a machine for each client, the aggregation

server and the randomness server, separately. Each client performs

two sets of computations: (1) obtain randomness by interacting with

the randomness server (Algorithm 2); and (2) encode attributes to

be submitted to the aggregation server (Algorithm 3). As shown

in Table 2, these steps (1) and (2) take 4.96 and 0.85 milliseconds,

respectively, for each submission from the Foursquare dataset with

the chained-prefix encoding and 8 attributes. Running times are

even lower for the IPUMS dataset as each client holds fewer at-

tributes (five). This running time scales proportionately for the

Shakespeare dataset, where each client submission consists of a

single word without prefix encoding. Per-submission running time

is comparable for all three datasets when the whole value is en-

coded as a single attribute. The running time of the randomness

server (last row in Table 2) is very low; as it only needs to perform

one OPRF evaluation on each client’s request using its secret key.

This takes only 0.48 milliseconds for each Foursquare client submis-

sion. For simplicity, we omit the zero-knowledge proof steps of the

verifiable OPRF in these benchmarks. Table 2 shows the CPU run-

ning time of our framework for the aggregation server. It takes 345

seconds for the server to process all 33,263,633 client submissions

from the Foursquare dataset. Therefore, Nebula introduces only
a very little computational overhead for all parties—clients,
the randomness server and the aggregation server.

Bandwidth costs. Table 4 shows the bandwidth costs that Neb-
ula introduces for each client. The total communication costs of

running Nebula for each client is at most 2.7 KB (not including
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Figure 5: Original and estimated histogram obtained privately by Nebula using Foursquare dataset. The private histogram
estimated by Nebula is close to the histogram of the original data. Nebula also preserves the relative order across values.
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Figure 6: Scalability of Nebula in terms of the computational
and bandwidth overhead introduced for clients.Nebula scales
to a large number of attributes with negligible costs.

framing and transport overhead) for the multi-attribute Foursquare

encoding, combining the interaction of each client with both the

randomness and the aggregation servers. Each client submits about

300 bytes per attribute with some fixed overhead for internal fram-

ing combining all communication, with most of that traffic going

to the aggregation server. See Section 4.3 for a detailed breakdown.

Dummy data submitted to hide below-threshold submissions is

𝑡
(𝜏−1)𝜏

2
(expectation) and 2𝑡

(𝜏−1)𝜏
2

(worst-case) where 𝑡 is the ex-

pectation of the truncated discrete Laplace distribution and 𝜏 is the

threshold for pruning values. Given our parameter values 𝑡 = 14

and 𝜏 = 20, this amounts to a few thousand extra aggregation server

reports which is still quite small in absolute terms, and completely

negligible on the server side. Therefore, Nebula introduces very
small bandwidth costs for clients.

Financial costs.We compute the financial costs of running Nebula
for the aggregation and randomness servers. We benchmarked Neb-
ula on an AWS r6a.4xlarge instance, currently priced at US$0.9072

per hour. As such, the amortized cost of aggregating submissions

from the IPUMS dataset is 0.03 USD, the Foursquare dataset 0.09

USD, and the Complete Works of Shakespeare only 0.002 USD.
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Figure 7: Scalability of Nebula in terms of the computational
and financial costs for the aggregation server. Nebula scales
to a large number of clients with negligible costs.

6.4 Nebula is Scalable
We further analyze the scalability of Nebula by considering various

numbers of attributes using the same hardware described in

Section 6.3. Timings for the IPUMS and Foursquare datasets report

the more expensive multi-attribute encoding scheme (Algorithm 6),

while the Shakespeare dataset does not use multiple attributes and

represents the whole-value reporting scheme in general. Figure 6

shows the effect of the number of attributes on the bandwidth

and computational costs of clients needed to interact with the

randomness server and prepare the submission to the aggregation

server. Interaction with the randomness server scales linearly with

the number of attributes, since the OPRF must be evaluated sep-

arately for each prefix. Bandwidth costs of each client interacting

with the aggregation server also scale linearly with the number

of attributes. Finally, we observe that the time of Nebula run by

each client scales linearly with the number of attributes. This is

because run time is dominated by the key share and encryption

steps which in the multi-attribute scheme need to be done once per

attribute to allow partial recovery of multivariate joint attributes.

Finally, we analyzed the scalability of Nebula by considering

various numbers of clients. Figure 7 shows the running time and

financial costs of the aggregation server as a function of number

of clients. Nebula can collect multi-dimensional data from a
very large number of clients with small costs.
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7 RELATEDWORK

Threshold-aggregation data collection systems [8, 9, 14, 19, 20,
23, 29, 47, 49, 61] allow a central party to learn submitted values

if and only if a predefined number of clients send the exact same

value. Poplar [19] uses distributed point functions to create a secret

sharing pair of a vector in which only a single element with an

index corresponding to the client’s data is non-zero. Clients then

send their secret shares to two non-colluding aggregation servers,
which compute the sum of submitted shares and publish the sum

values. STAR [29] uses a different 𝜏-out-of-𝑁 secret-sharing scheme

to avoid the need for two aggregation servers. Clients encode their

values as secret shares, and send their shares to a single aggregation
server, which is to decrypt values that have been encoded by at

least 𝜏 submitted shares. STAR provides high efficiency and more

desirable trust requirements than Poplar, though at the cost of

leaking the histogram of unrecovered values (i.e., values submitted

by less than 𝜏 clients). POPSTAR [43] tries to hide the distribution

of unrevealed values in STAR, though in a manner that requires

significantly more computation (7x computation, and an estimated

2-3x increase in the required time, compared to the dataset as STAR).

Existing threshold aggregation systems have significant limita-

tions. First, all threshold-aggregation systems, like all deterministic

𝑘-anonymity systems, lack robust, provable privacy guarantees.

Furthermore, current threshold-aggregation systems (including

Poplar and STAR) are only well-suited to handle single-dimension

values. Trying to use these systems to handle multi-dimensional

records entails significant utility loss. One option is to flatten multi-

dimensional records into a single dimension (e.g., concatenation,

summation, etc.), and run the system on that “flattened” value. This

approach significantly harms utility, since submitted records would

need to match across all original dimensions to count towards each

record’s recovery threshold, decreasing the amount of information

the server is able to recover. The second option is to have clients

submit each dimension independently, treating a record with three

attributes as three independent records. This also harms utility,

though in a different way: the aggregation server is unable to learn

any relationships or correlations between data attributes.

Our proposed system, Nebula, works better than these systems

in terms of both utility and privacy by i) allowing clients to submit

data with multiple attributes such that the utility of marginal

histogram estimations is maximized; and ii) satisfying strong

differential privacy guarantees (through sampling followed by

pruning, and dummy data) without trusting servers.

Differentially private data collection systems. Differential Pri-
vacy (DP) [33] uses statistical indistinguishably to ensure privacy.

DP is typically implemented in one of two forms: first, a central
model where the aggregation server receives unmodified user data,

who then applies privacy protections to the data before sharing it,

and second, a local model, where users apply privacy protections to

their own data before sharing it with the aggregation server. These

approaches achieve different privacy-utility trade offs.

Central DP systems provide high utility, but suffer from often

prohibitive trust assumptions (i.e., clientsmust trust the aggregation

server and send their raw data to the server). This is a practical prob-

lem, as many servers do not provide the privacy protections they

promise (intentionally or otherwise) [51]. Central DP systems also

carry the risk of a single point of failure for data breaches [25, 54].

Local DP systems, on the other hand, provide strong privacy

guarantees, typically by perturbing data before revealing it to un-

trusted parties [8, 61]. This greatly improves the privacy and secu-

rity properties of the system, but at the cost of reducing the utility

of the aggregated data. The shuffle model of DP [5] improves the

utility by allowing to perturb data with less noise, while trusting

an intermediate shuffler to apply a uniform random permutation

to all data before the aggregation server views them.

More recent DP proposals attempt to achieve better utility

through using multi-party computation or homomorphic encryp-

tion to actually reduce the level of trust required in central DP

systems [10, 15, 17, 18, 24, 25, 27, 48]. For example, Bell et.al., [10]

present a protocol for computing DP histograms carried out be-

tween two non-colluding aggregation servers. In each round

of server-to-server communication, each server injects carefully

crafted dummy data into its message, ensuring that the additional

leakage revealed to other server beyond the output remains dif-

ferentially private–a DP anonymized histogram of indices to one

server and a DP anonymized histogram of values to other server.

But these proposals suffer from their own drawbacks, including i)
requiring networks of non-colluding servers, a majority of whom

are assumed to behave honestly [27], ii) imposing high computa-

tion and communication overheads costs [24], iii) only being suited
for simple aggregation functions [15, 17, 18, 48], and iv) requiring
interactive communication between clients and servers. Requiring

interactions between the servers (more than 1 aggregation server)

makes it more difficult to guarantee the non-collusion requirement

and it may also have practical costs (e.g., it may be harder to recruit

collaborative partners). Finally, most DP systems are also limited to

one-dimensional data, limiting their utility or applicability to many

scenarios.

Our system, Nebula, obtains better utility than both local DP

randomized and shuffling
7
as: i) the utility error of Nebula is

independent of the number of attributes as opposed to local DP

randomizers in which the noise grows significantly as the number

of attributes increases; ii) in contrast to existing DP systems,

Nebula does not add explicit noise, thus introducing no spurious

attribute values. In addition to this, our system avoids prohibitive

trust assumptions required in the central model deployment of DP

while being efficient because of not requiring expensive multi-party

computations and homomorphic encryption operations.

Trusted hardware. Finally, a third-general approach to private

data collection uses trusted hardware to enforce privacy guarantees.

For example, Prochlo [14] uses trusted hardware to collect unmod-

ified data from clients. This trusted hardware is able to collect,

shuffle, and modify user data before privacy protections are applied

to the data. Once these trusted servers have received sufficient data,

it is modified and passed onto untrusted hardware, which does

the primary data summarizing and aggregation. Trusted hardware

carries a wide range of downsides and limitations though, including

relatively high cost, resource limitations (in some cases), and (in

many cases) merely re-shuffled trust requirements. Approaches

7
Bharadwaj and Cormode [26] analytically and empirically demonstrated the superior

performance of the sample-and-threshold compared to the shuffle model of DP.
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like mix-nets [23] and verifiable shuffling [47] can provide security

and privacy guarantees similar to (but without requiring) trusted

hardware, though at the cost of increased interactivity.

8 DISCUSSION AND FUTUREWORK
In this paper, we proposed Nebula that can be used to privately esti-

mate and publish histogram of data generated by clients. Nebula in-
troduces necessary randomness for the privacy protection of clients

through sampling, thresholding, and dummy data injection, and

removes the trust assumption on the server through a customized

secret-sharing protocol. Incorporating synergies and optimizations

on both fronts of sample-and-threshold differential privacy and

secure threshold aggregation enables Nebula to provide high util-

ity without imposing prohibitive trust requirements, relying on

computationally expensive cryptographic operations, or requiring

bandwidth-intensive multi-round communications between clients

and servers. We analytically and empirically demonstrated that

Nebula is effective, efficient and scalable.

We conclude by discussing some limitations of our approach and

by outlining promising directions for future work. As discussed

in Section 2, our threat model, like those commonly found in the

literature, assumes honest-but-curious clients. An interesting future

work is to extend Nebula to defend against malicious clients who

either deviate from the protocol or collude with one or both servers

to compromise the privacy of honest clients. Another interesting

direction involves designing efficient protocols for the verifiable

selection of a single client (or a subset of clients) to generate and

submit dummy data, as outlined in Section 3.3.
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Ideal Functionality FSTAR

Participants:
• Aggregation server 𝑆𝐴
• Randomness server 𝑆𝑅
• Clients {𝐶𝑖 }𝑁𝑖=1

Public parameters:
• Threshold 𝜏

Inputs:
• 𝑆𝑅 : provides VOPRF keypair (msk,mpk).
• Client 𝐶𝑖 ∈ {𝐶𝑖 }𝑁𝑖=1 provides input (𝑥𝑖 , aux𝑖 ) and a

bit 𝑏𝑖 to indicate protocol abort immediately after the

Randomness Phase.

• 𝑆𝐴 has no inputs, provides ⊥
Functionality:

(1) For each unique 𝑥ℓ construct:

Eℓ =
{
(𝑥ℓ , {aux𝑗 } 𝑗∈ 𝐽 , 𝜏ℓ ) : (𝐽 ⊆ [𝑁 ]) ∧

(
𝑥 𝑗 = 𝑥ℓ

)
∧ (𝑏 𝑗 = 1)

}
where 𝜏ℓ =

��{x𝑗 } 𝑗∈ 𝐽 �� is the number of sampled

client measurements in Eℓ .
(2) Let Y be an empty map.

(3) For each Eℓ where 𝜏ℓ ≥ 𝜏 , set Y[𝑥ℓ ] = Eℓ .
Outputs:
• output Y to 𝑆𝐴
• output {FΓ (msk, 𝑥𝑖 )}𝑁𝑖=1 to 𝑆𝑅 , where FΓ is an ideal

functionality for VOPRF protocol Γ.
• output ⊥ to each {𝐶𝑖 }𝑁𝑖=1

Figure 8: Ideal functionality for STAR [29].
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A SECURITY PROOF

Formal Security Model. Aggregation Server 𝑆𝐴 may be corrupted

by a malicious adversary with arbitrary behavior. It is assumed not

to collude with the randomness server or any clients; Randomness

Server 𝑆𝑅 may be corrupted by amalicious adversary with arbitrary

behavior. It is assumed not to collude with 𝑆𝐴 or any clients; Clients

{𝐶𝑖 }𝑁𝑖=1 may be corrupted by a semi-honest adversary. Corrupted
clients follow the protocol, but seek to learn information about

other parties. They are assumed not to collude with other parties.

Nebula effectively employs a protocol for secure computation of

private threshold aggregation reporting (STAR [29]) as a subroutine,

with additional elements for guaranteeing differential privacy over

its outputs. To reason about the security of Nebula, we will begin by

recalling the elements that are the same between the two protocols.

In particular, Algorithm 2 plus lines 1-2 of Algorithm 3 are equiv-

alent to the Randomness Phase of [29] with a VOPRF as instantiated

in [2], assuming the hash function 𝐻 is a secure random oracle.

The remainder of Algorithm 3 is equivalent to the Message Phase

of [29] for the subset of clients which are selected by the local

Bernoulli tests in lines 6-8 of Algorithm 1, and for the clients that

are not selected it is equivalent to aborting immediately before the

Message Phase (this is tolerated trivially by the security proofs

in [29]). Algorithm 7 similarly replicates the Randomness Phase

and Message Phase of [29] in lines 7 and 8 respectively, followed

by submission to 𝑆𝐴 in Algorithm 1 line 10. Finally, Algorithm 5 is

equivalent to the Aggregation Phase of [29].

These elements can be considered an implementation of the

protocol from [29], realizing the functionality FSTAR which we

recapitulate in Figure 8. We make one addition, formalizing the fact

that their protocol enables clients to participate in the Randomness

Phase and then abort before submitting data in the Message Phase.

We use these observations to prove the security of Nebula based on
the Universal Composition paradigm [21], a standard cryptographic

proof technique. Before we proceed to the proof, we will recall

elements of STAR and Nebula that are dissimilar.
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Algorithm 7: Modified DummyDataCreation: Create

groups of dummy data

Input: Threshold 𝜏 , Truncated Shifted Discrete Laplace distribution

TSDLap( ·) , DP guarantees (𝜀Unre, 𝛿Unre )
Output: A set of dummy data

1: Dummy = {}
2: Select a client for creating dummy data

3: for 𝑖 = 1, . . . , 𝜏 − 1 do
4: 𝛼 ← TSDLap(𝜆 = 2/𝜀Unre, 𝑡 = 2 + 2/𝜀Unre log(2/𝛿Unre ) )
5: for 𝑗 ∈ 𝛼 do
6: 𝑥 𝑗 ← DummyObservation()

7: 𝑟 𝑗 = 𝐶𝑙𝑖𝑒𝑛𝑡𝑅𝑎𝑛𝑑𝑜𝑚𝑛𝑒𝑠𝑠𝑆𝑒𝑟𝑣𝑒𝑟 (𝑥 𝑗 , 𝑝𝑝,𝐻 ( ·) )
8: sbm𝑗 , _← 𝐿𝑜𝑐𝑎𝑙𝑆𝑒𝑐𝑟𝑒𝑡𝑆ℎ𝑎𝑟𝑖𝑛𝑔 (𝑥 𝑗 , 𝑟 𝑗 ,Π𝜏,𝑁 )
9: Dummy.append({ (sbm𝑗 )𝑖 })
10: Return Dummy

The Bernoulli tests in lines 6-8 of Algorithm 1 are not present

in [29] and neither are lines 9-11 of Algorithm 1, which call Al-

gorithm 4 as a subroutine. As previously mentioned, the former

is trivially tolerated by [29]. The latter is equivalent to increas-

ing the number of client inputs received by the STAR function-

ality, which are chosen so that they reveal no information about

the input data of any client. Thus our protocol for Nebula can be

rewritten as: i) 𝑆𝑅 samples a VOPRF keypair (msk, mpk); ii) Clients

{𝐶𝑖 }𝑁𝑖=1 sample 𝑏𝑖 ← Bern(𝑝𝑠 ); iii) A randomly chosen client 𝐶∗

samples {𝛼𝑖 }𝜏−1𝑖=1
where each 𝛼𝑖 is sampled independently from

𝛼𝑖 ← TSDLap(𝜆 = 2/𝜀Unre, 𝑡 = 2 + 2/𝜀Unre log(2/𝛿Unre)); iv) For
each 𝛼𝑖 , 𝐶

∗
constructs 𝛼𝑖 groups of dummy clients of size 𝑖 with

input (𝜔𝑖, 𝑗 , aux𝑖, 𝑗 ) for all 𝑗 ∈ 𝛼𝑖 . Each 𝜔𝑖, 𝑗 is a distinct measure-

ment outside the set of client measurements {𝑥𝑖 }𝑁𝑖=1. Call the set
of all dummy clients D; v) 𝑆𝐴, 𝑆𝑅, and client pool {𝐶𝑖 }𝑁𝑖=1 ∪ D call

FSTAR using their respective inputs from above. Assume additional

leakage of the cardinality of each group of inputs 𝑛ℓ ≡ |𝑆ℓ | where 𝑆ℓ
is the set of submissions from C ∪ D which share the same unique

measurement 𝑥ℓ , as in the protocol from [29].

We use this formulation of our protocol to demonstrate that

Nebula realizes the ideal functionality F
Nebula

shown in Figure 2.

This augmented functionality ensures that the output histogram

has the DP guarantees proven in Section 4. Note that we also output

to 𝑆𝐴 the cardinality of each group of inputs provided by C ∪ D
which shares a unique measurement 𝑥ℓ . This is also included in

STAR, but excluded from the ideal functionality and formalized as a

leakage function L. We include it as an output of F
Nebula

since the

method is designed specifically to make this leakage uninformative

using differential privacy.

Now ready to prove the security and correctness of our protocol.

Theorem A.1. (Correctness.) The Nebula protocol is correct with
all but negligible probability.

Proof. Clients perform Bernoulli tests to decide whether to sub-

mit their real data (Algorithm 1), and craft and submit dummy data

(Algorithm 7). Therefore, the set of data received by the aggrega-

tion server in the protocol is equivalent to the inputs specified in

F
Nebula

. The remaining parts of the protocol reduce to performing

the STAR protocol on this modified set of data (Poisson subsam-

pled real data joint with dummy data), resulting in the aggregation

server learning only a DP histogram of revealed submissions and

a DP histogram of unrevealed submissions as proven in our Theo-

rem 4.1. Thus the rest of the proof reduces to the correctness proof

for STAR, which demonstrates correctness except with negligible

probability ([29] Theorem 2). Therefore, Nebula correctly produces

the outputs shown in F
Nebula

(i.e., revealing only the expected DP

histogram to the aggregation server as shown in Figure 2). □

TheoremA.2. (Malicious aggregation server.) The Nebula protocol
is secure against any A that corrupts 𝑆𝐴 , assuming a secure protocol
which realizes FSTAR.

Proof. Given any A, we define a simulator S which interacts

withA and the ideal functionality F
Nebula

as follows: S submits ⊥
toF

Nebula
;S receives fromF

Nebula
the histogramY, and cardinality

of each group of inputs 𝑛ℓ for every unique measurement 𝑥ℓ ; S
simulates FSTAR: when A submits ⊥ to FSTAR, S sends Y back; S
simulates the leakage L by submitting each 𝑛ℓ to A.

S simulates the view ofA. Uncorrupted clients correctly perform

Poisson sampling and dummy data injection locally in the real-

world execution, resulting in a set of outputs to FSTAR which is

sampled from the same distribution as the outputs of F
Nebula

. Since

our security model specifies that clients do not collude with 𝑆𝐴 , we

can assume all clients are uncorrupted whenA corrupts 𝑆𝐴 . So the

simulated and real-world views are statistically indistinguishable.

□

Operations conducted between the clients and the randomness

server 𝑆𝑅 are the same as in STAR [29].

TheoremA.3. (Malicious randomness server.) The Nebula protocol
is secure against any adversaryA that corrupts 𝑆𝑅 , assuming a secure
protocol which realizes FSTAR

Proof. Given any A, we define a simulator S which interacts

with A and the ideal functionality F
Nebula

as follows: simulating

FSTAR, S receives inputs for (msk, mpk) from A; S submits (msk,

mpk) to F
Nebula

and receives {FVOPRF (msk, 𝑥𝑖 )}𝑁𝑖=1; S uses (msk,

mpk) to simulate FVOPRF (msk, 𝑥 𝑗 ) for all dummy clients inD. Call

this set of outputs𝑊 ; S sends {FVOPRF (msk, 𝑥𝑖 )}𝑁𝑖=1 ∪𝑊 to A as

the output of FSTAR. This simulates the view of A. □

Theorem A.4. (Semi-honest corrupted clients.) The Nebula proto-
col is secure against any adversaryA that corrupts a subset of clients
𝑇 ⊂ {𝐶𝑖 }𝑁𝑖=1, assuming a secure protocol which realizes FSTAR.

Proof. The simulator takes inputs submitted to FSTAR and sub-

mits them to F
Nebula

. It then returns ⊥ to each client in 𝑇 . This

trivially simulates the view of A.

To show that the joint distribution over inputs and outputs is

statistically indistinguishable for real and ideal world execution, we

recall that clients are corrupted only by semi-honest adversaries in

our security model. Thus we can assume that all corrupted clients

in 𝑇 follow the protocol faithfully. This means that the clients

perform Poisson sampling and dummy data injection correctly

even if they are corrupted in the real-world execution. Thus, the

joint distributions in the real and ideal world executions are the

same. □
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